The Numerov Method

The Numerov method is applicable to linear ordinary differential equations (such as the Schrodinger
equation) that do not contain a 3’ term. A fairly general form of such an equation is

y' +g(x)y =s(x), a<z<b,

with appropriate boundary conditions at a and b, as discussed previously. Let’s recast the derivation
of the basic matrix method in a slightly different way.

We are interested in differencing the function y(z), discretized on a grid (z,,y,) in a way that
allows us to relate y, to its neighboring values. Given that y = y, at * = x,, we can write, for

Yn+1 = Y(@ny1) = y(@n + h):
Ynt1 = Yn + hyp, + 5H2Y" + EROY" 4 by + g’y + O(h°).
Similarly, for y,—1 (i.e. replacing h by —h),
Yn—1 = Yn — by + 5h%yn — Ry + gphtyn” — mphCyn” + O(h°).
Adding these equations gives
Ynt1 = 2Yn + Y1 = Dy, + 5hty)" + O(R°).
The left-hand side confirms our earlier second-order formula for the difference approximation to y/’:
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but now we see that the next term in the expansion, i.e. the error we are making in the earlier
differencing, is %h‘lyg” . We can also view this formula as a general method for making a second-
order accurate approximation to any second derivative.

The trick that Numerov invented is to determine the fourth derivative by differentiating the
original differential equation:
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= —g(@)y +s(z)
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mo_ % [—g(x)y + s(x)].

We can estimate the second derivative using the same formula as before:

mr_ —9n+1Ynt1 + 20nYn — Gn-1Yn—-1 + Snt1 — 28, + Sp—1

Yo = h2 +O(h2)7

where g, = g(x,), etc. Thus the next term in the Taylor series for y is
%h4yx// = %hQ (_gn+1yn+1 + 29nYn — In—1Yn—1 + Snt1 — 28p + Sn—l) + O(hﬁ)

Substituting this into equation (1) to obtain a new expression for /!

thZ = (1 + %h29n+1) Yn+1—2 (1 + %hzgn> yn‘l_(l + %h%gn—l) yn—l_%h2 (Sn—i—l — 25, + Sn—l) >



and the original ODE then becomes
(1 + T12h2gn+1) Ynt+1 — 2 (1 - %hQQn) Yn + (1 + ﬁhQan) Yn-1 = 75h° (Snt1 + 108, + sn—1) .

We can now solve the (inhomogeneous) boundary value problem as a matrix equation just as before.
Note that, once again, the boundary values yg and yn enter the problem through the n = 1 and
n =N — 1 rows.

For eigenvalue problems, such as
y' +9(x)y = —zy,
the differencing of the left side of the equation is as above, but now the right side becomes
— 15122 (Y41 + 100 + yn1)

so the matrix equation to solve is
Ay = —%h?z By,

where y is the N — 1 dimensional column vector (y1,¥s,...,y~—1)", and the matrices A and B are
B ax 0 0 0 0 0 0
Yo B2 as 0 0 0 O 0
0 v B3 a3 0 0 0 0
A = )
0 0 0 0 0 -+ 0 -1 Bna

where o, = 1 + 1—12h2gn+1,ﬁn =2 (1 — %hQQn) Y =14+ %thn_l, forn=1,...,N —1, and

10 1 0 00 0 0 O

1 10 1 0 0 0 0 0

0 1 10 1 0 0 0 O

B — 0 0 1 10 1 0 0 O
o 0 0 00 0 --- 1 10

The solution to the problem then reduces to finding the eigenvectors and eigenvalues of the matrix
B'A.



