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Introduction

1
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The results survey the parameter space of King models in a highly 0.2

idealized tidal field. We vary the concentration, mass function slope
and tidal time scale. The parameters chosen specifically avoid core-
collapse as the AMUSE multiple module is still in development.

Tides are simulated using truncation at the Jacobi radius (= the King tidal radius). For all
displayed runs, N = 32,000. Runs with N = 1,000 and N = 8,000 were also conducted.
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This plot shows the same N=16,000 model (W = 3, a=-2.5, family=1)

evolved using different stellar evolution models. AMUSE easily allows
switching stellar evolution models in the same code. All curves used
AMUSE, except for the Starlab comparison. The inset shows the
population synthesis results for these models.

AMUSE

The Astrophysical Multipurpose Science Environment (AMUSE) is a
new code base growing out of the MUSE project [7]. The core idea
behind AMUSE is that it links together codes specialized to a single
physical problem in order to create a multi-physics simulation rather
than combining all codes into a single monolithic program.
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fCl =_|-2;54 « Our AMUSE runs are in good agreement with [TPZ] and [CW], apart from
amily = small differences due the different stellar evolution models used, validating
the use of AMUSE as a research tool.
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Script - The modular structure of AMUSE facilitates comparison of physics
/ \ modules and enables exploration of assumptions and approximations that
. « * L X . Is difficult or impossible with other simulation codes.
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GPU acceleration. SSE [5] provides stellar evolution. knnCUDA [3] is
used to compute densities (12th nearest neighbour) in a stand-alone
code similar to [1], but separate from AMUSE. This code finds all
nearest neighbours, regardlesss of distance.

AMUSE runs are at left, [TPZ] at right. The plots are of mass (as a fraction of initial) versus
time in Gyr. The thick dashed line (indicated) on the [TP/Z] plots is the N=32k run.




